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The adoption and effectiveness of cognitive assistive 

technologies hinge on harnessing the dynamics of 

human emotion. The authors discuss seminal advances 

in the integration of emotions in assistive technologies for 

dementia and propose Bayesian Affect Control Theory 

(BayesACT), a quantitative social-psychological theory, 

to model behavior and emotion in such systems.

Technology that persuades people to act must 
understand and leverage the shared structure 
and dynamics of human emotion. Intelligent 
assistive systems for dementia have had lim-

ited success in practice, and we hypothesize that inte-
grating emotional reasoning will lead to greater effec-
tiveness, acceptance, and usability. Toward this end, we 
propose Bayesian Affect Control Theory (BayesACT), a 
quantitative social-psychological theory about how peo-
ple perceive others and act socially, to model behavior 

and emotion in assistive systems and, in turn, promote 
the alignment of these technologies with users’ values 
and needs. Integrating BayesACT in assistive technolo-
gies offers many potential benefits but also presents sev-
eral challenges.

ASSISTIVE TECHNOLOGY FOR DEMENTIA
Dementia is characterized by the progressive deteriora-
tion of cognitive and functional capabilities, leading to 
a loss of the capacity to perform activities of daily living 
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such as bathing and medication tak-
ing. Intelligent assistive technologies 
have been proposed as a possible solu-
tion to support people with demen-
tia in performing these activities 
independently.1

COACH (Cognitive Orthosis for 
Assisting aCtivities in the Home) is an 
example of one such technology.2 It uses 
a probabilistic and decision-theoretic 
model of a given daily activity such 
as hand washing, tooth brushing, or 
cooking. The model maps from vari-
ous sensor inputs, including cameras, 
to a set of prerecorded audio and video 
cues that are played when the person 
stops making progress in the task. 
When tested in a long-term care facil-
ity, COACH was found to reduce the 
need for human assistance, in some 
cases by as much as 100 percent.2 How-
ever, for some older adults, COACH 
failed to provide appropriate assis-
tance, leading to confusion or agita-
tion. This result might be due to an 
emotional misalignment of COACH 
with the specific needs or personality 
of the individual user.3 

Although significant effort has 
been made to design prompts based on 
the methods and styles of human care-
givers, such as task-focused strategies 
or paraphrased repetition,4 a simple 
one-size-fits-all style of prompting 
could be limiting. For example, some 
individuals might respond to a more 
servile approach, while others might 
prefer a more imperative style. These 
responses can be predicted to some 
extent by models for technology adop-
tion5 and are influenced by a range of 
factors such as personal background, 
sense of self and identity, and emo-
tional responses to prompts, whether 
given by human or machine. 

Recent interviews with older adults 
with dementia and their caregivers 

show that emotional processing 
remains considerably more intact 
than cognitive processing in demen-
tia, particularly in social situations.3 
These results support the proposition 
that, while beliefs grounded in cogni-
tive memories fade as people lose their 
ability to remember people and events, 
affective aspects could persist lon-
ger, even without situational context. 
Therefore, explicit models of affective 
meanings offer an attractive mecha-
nism for developing more personalized 
assistive technologies for dementia.

INTEGRATING EMOTIONS IN 
COMPUTING
Effectively integrating affective 
responses into assistive technology 
requires a clear, operational definition 
of emotion. Emotions are increasingly 
recognized as critical components of 
decision making and human social 
action.6 Antonio Damasio’s hypothe-
sis that emotions guide behavior con-
trasts with the Platonic “high-reason” 
view of intelligence, in which rational-
ity is primarily used to make decisions. 
Damasio argues that learned neural 
markers focus attention on likely suc-
cessful actions, and act as a neural bias 
allowing people to work with fewer 
alternatives. These somatic markers 
are interpreted internally as “cultural 
prescriptions” for behaviors that are 
rational relative to social conventions. 

While Damasio’s work is not with-
out criticism, emotional reasoning has 
emerged as a necessary guide for cog-
nitive deliberation. To some extent, 
these considerations have been left out 
of the quest to build artificial intelli-
gence (AI), which to date has largely 
focused on mapping the perception of 
stimuli to action by invoking rational 
utility. Rational AI agents must have 
preferences that obey certain axioms, 
and must be able to assess probabil-
ities of outcomes. However, rational 
decision making engenders numerous 

paradoxes and inconsistencies,7 which 
researchers often attribute to the lim-
ited capacity of human intelligence 
to hold axiomatic preferences or esti-
mate correct probabilities. From this 
perspective, paradoxes and inconsis-
tencies exist only because of a short-
coming of human intelligence.

Cognitive scientists have attempted 
to build theories of intelligence 
that account for dev iat ions f rom 
rationality—for example, by follow-
ing Herbert A. Simon’s view of emo-
tions as interrupting mechanisms to 
cognitive processing so that the sys-
tem can attend to urgent needs in real 
time,8 by modeling the impact of emo-
tion on decision making through the 
lens of behavioral economics,9,10 or by 
focusing on the function of emotion 
as “bridging the gaps of rationality.”11 

EFFECTIVELY INTEGRATING AFFECTIVE 
RESPONSES INTO ASSISTIVE 

TECHNOLOGY REQUIRES A CLEAR, 
OPERATIONAL DEFINITION OF EMOTION.



26 C O M P U T E R    W W W . C O M P U T E R . O R G / C O M P U T E R

E-COACHING FOR HEALTH

Rationality is at the forefront of most 
of these theories: goals and plans are 
analyzed and interpreted, and emo-
tions are subsequently generated, pre-
paring the agent for action.

In many of these theories, emo-
tions are viewed as discrete labels 
describing categorical primitive feel-
ings (for example, “happy” and “sad”), 
or as a single dimension of valence 
(good vs. bad). However, this view is 
at odds with the hundreds of different 
subtle emotional states humans can 
describe. Theorists usually propose 
some mixing mechanism to account 
for this variety, but it is unclear how 

this process occurs. This view is chal-
lenged by Lisa Feldman Barrett, who 
argues that there is little empirical 
evidence to support the idea of discrete 
emotions like “anger” and “sadness” 
as fundamental entities in humans.12 

Although some emotion theories do 
not take the emotions categories to be 
natural kinds, most still use the prim-
itive emotion categories as endpoints 
of the analysis. James A. Russell and 
Barrett propose that a 2D “core affect” 
might be the fundamental affective 
entity that is first elicited by stimuli 
and then categorized using appraisal 
processes to arrive at interpretations 
of emotions.12,13 This core affect forms 
the basis of “dimensional” theories of 
emotion. Dimensional emotion has a 
long history dating back to the 1800s, 

but modern approaches usually take 
the view that at least three dimen-
sions are needed (valence, arousal, and 
potency), possibly four if uncertainty 
is included.14 Although popularized 
in the affective computing literature, 
the 3D structure of emotions was orig-
inally explored by Charles E. Osgood in 
the 1960s.15 

The field of affective computing16 

has yet to fully embrace the deep-
seated connection between emotion 
and action, perhaps because, until 
recently, there has not been a precise, 
computationally implementable defi-
nition of how emotions guide action. 

Accounts of emotion in affective com-
puting often consider the appraisal 
process—what “makes” an emotion. 
For example, the classic decision 
tree in the Ortony, Clore, and Collins 
(OCC) appraisal model has cognitive 
appraisal decision nodes and emotions 
as leaves.17 Seminal work by Clark 
Elliott used an OCC model augmented 
with “love,” “hate,” and “jealousy” to 
make predictions about human emo-
tional ratings of semantically ambigu-
ous storylines.18 OCC models were also 
integrated with Bayesian networks 
and probabilistic models for tutoring 
applications, with a focus on under-
standing student emotions, but leaving 
intervention to future work.19 Klaus 
Scherer breaks emotion down into five 
components: appraisal, activation, 

expression, motivation, and feeling.20 

A behavioral component handles rel-
evance to the organism and prepares 
possible reactions to stimuli. Emotion 
is proposed as a facilitator of learn-
ing and as a mechanism to signal and 
predict forthcoming action, but this 
relationship is not fully elucidated. 
Other approaches have attempted to 
reverse-engineer emotion through 
reinforcement learning (RL) models 
that interpret the antecedents of emo-
tion as aspects of the learning and 
decision-making process, but relegate 
the function of emotion to charac-
teristics of the RL problem.21 Many of 
these approaches borrow from behav-
ioral economics and cognitive science 
to characterize the consequences of 
emotion in decision making and inte-
grate this knowledge as “coping rules” 
or “affect heuristics” to influence AI 
agents’ behavior.

In affective computing research, 
coping is usually modeled as a sepa-
rate mechanism that maps emotions 
to a set of action filters that can guide 
or change decisions made cognitively. 
Jonathan Gratch and Stacy Marsella22 
proposed a five-stage coping process 
wherein beliefs, desires, plans, and 
intentions are first formulated, and 
upon which appraisal frames are com-
puted. Appraisals are then mapped 
to multiple emotions using an OCC 
model, and these emotions are aggre-
gated using an overall emotional state, 
or “mood.” Coping strategies next 
apply a set of rules to handle the emo-
tions either inwardly, by modifying 
elements of the model such as proba-
bilities and utilities, or outwardly, by 
modifying plans or intentions. Chris-
tine Lisetti and Piotr Gmytrasiewicz 
defined specific coping mechanisms as 
“action tendencies,” highlighting their 
importance in guiding actions.23

ACCOUNTS OF EMOTION IN AFFECTIVE 
COMPUTING OFTEN CONSIDER THE 

APPRAISAL PROCESS—WHAT “MAKES” 
AN EMOTION. 
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The BayesACT model described 
in this article is based on the social- 
psychological Affect Control Theory 
(ACT), which defines emotions pre-
cisely as vectors in a 3D sentiment 
space used for sharing and interpreting 
cultural expectations. Sentiments, also 
3D vectors, are inextricably attached 
to cognitive symbolic interpretations 
of identities and actions such as words 
and gestures. The model is grounded 
in a very tight connection between per-
ceptions and actions through an emo-
tional channel defining cultural expec-
tations, compelling action systems to 
be guided by a fast cultural heuristic. 
BayesACT is consistent with research 
demonstrating affect and uncertainty 
as heuristics for decision making,10 but 
goes a step further by providing a more 
complete and dynamic model of emo-
tional responses in social situations. 
BayesACT fundamentally changes 
the affective computing paradigm by 
explicitly putting the emotional and 
volitional “horse” before the cognitive 
and deliberative “cart.”

LIMITATIONS OF 
CONVENTIONAL AFFECTIVE 
COMPUTING 
Appraisal models have largely been 
the focus in emotional AI and affective 
computing. Appraisals usually start 
by defining a set of variables, each of 
which models some basic entity such 
as novelty, control, and uncertainty. 
However, assessing these variables has 
some limitations. 

In AI, novelty can be used in two 
contexts.  First, in a “decision theo-
retic” mechanism, novelty acts as a 
positive reward for exploration: newly 
discovered elements have the poten-
tial to be beneficial, and optimism 
under uncertainty is the by-product. 
Second, in an “expectation violation” 

mechanism, novelty evokes an emo-
tion that guides future action through 
some coping mechanism. In assistive 
technology for dementia, framing nov-
elty as a reward or dimension on which 
to base action choices can be problem-
atic, as memory loss can make events, 
objects, or persons appear novel when 
they are not, making modeling dif-
ficult without a precise statement of 
how novelty maps to action as a func-
tion of biographical memory. 

Further, control and power are nor-
mally evaluated with respect to a reward 
function, as agents who can get higher 
rewards independently of other agents 

are more powerful. This feature might 
be relevant in e-coaching technology, 
as users could experience feelings of 
dependence related to their health 
condition. However, power-based 
decision making should consider sub-
tle and shifting forms of power and 
control. For example, older adults with 
dementia might often feel or express 
strong control as they are enacting 
an identity held at some time in the 
past, yielding a priori expectations 
and notions of control that are subse-
quently updated as a result of infer-
ence. Finally, uncertainty is a key con-
sideration in developing emotionally 
responsive e-coaching applications. 
While many appraisal theories do not 
incorporate a formal notion of uncer-
tainty, many affective computing and 

behavioral economics approaches 
have embraced it.

Overall, most computational mod-
els of affect build on conventional 
AI reasoning techniques (planning, 
logic, decision theory, and so on) and 
might fail to capture how people actu-
ally make judgments based on cultur-
ally and emotionally defined mark-
ers. Dimensional theories of emotion 
have been explored to bridge this gap, 
and valence has been proposed as a 
heuristic to guide action based on 
somatic markers.6,10 However, these 
theories provide incomplete support 
for determining how an agent should 

use emotion-related information to 
react to a user in a culturally sensitive 
way to increase motivation and pro-
vide the needed assistance.  

AFFECT CONTROL THEORY
In contrast to the cognitive-rational 
models traditionally used in AI, ACT 
proposes that the main drivers of action 
are differences between established 
cultural sentiments and transient situ-
ational feelings or impressions.24 This 
affective discrepancy—called affective 
deflection in ACT—generates an ini-
tial response to a situational event and 
interacts with cognitive processing to 
adjust and refine actions to meet the 
situation’s real-time demands.  

ACT proposes that humans learn 
and maintain a set of shared cultural 

SENTIMENTS, ALSO 3D VECTORS, ARE 
INEXTRICABLY ATTACHED TO COGNITIVE 

SYMBOLIC INTERPRETATIONS OF 
IDENTITIES AND ACTIONS.
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affective sentiments about people, 
objects, and behaviors, and about the 
dynamics of interpersonal events. 
Humans use an affective mapping to 
appraise individuals, situations, and 
events as sentiments in a 3D vector 
space of evaluation (E; good vs. bad), 
potency (P; strong vs. weak) and activ-
ity (A; active vs. inactive). These sen-
timents can be measured, and their 
cross-cultural consistency has repeat-
edly been demonstrated in large stud-
ies.15 Humans use these culturally 
shared sentiments to make predictions 
about what others will do and to guide 
their own behavior, making them a 
keystone of human intelligence. The 
shared sentiments, and the resulting 
affective ecosystem of vector map-
pings, encode a set of social prescrip-
tions that, if followed by all members 
of a group, results in an equilibrium or 
social order. This “affect control prin-
ciple” has been shown to be a powerful 
predictor of human behavior. While 
ACT is based in sociological evidence 
about human interactions with other 
humans, people also ascribe affective 
meaning to media and to technologi-
cal artifacts.25

EPA sentiments can be measured 
with the semantic differential, a sur-
vey technique in which respondents 
rate affective meanings of concepts 
on bipolar scales. In general, within- 
cultural agreement about EPA meanings 
of social concepts is high, and cultural- 
average EPA meanings from even a 
few dozen participants are extremely 
stable over extended periods of time.24 
Sociologists have gathered EPA rat-
ings for numerous concepts across dif-
ferent cultures (USA 1975/1978/2002–
2004/2013–2017, Canada 1980–1986/ 
2001–2003, Ireland 1977, Japan 1989–
2002, Germany 1989/2007, China 2001) 
by surveying thousands of people and 

Sentiments in 3D [E, P, A] space:

Evaluation:

Potency:

Activity:

nurse

[2.9, 1.5, 0.2]

comforts

[2.8, 2.1, 0.1]

[–0.5, 0.9, 0.3]

ignores

[–1.9, –0.3, –0.9]

[3.3, 1.2, 0.3]

patient

[1.1, –0.8, –0.9]

[1.4, –0.9, –0.7]

[0.4, –1.4, –0.8]

1

13

FIGURE 1. Example evaluation, potency, and activity [E, P, A] sentiments about the 

identities “nurse” and “patient” (top), and the deflections and transient impressions for 

“nurse comforts patient” (middle) and “nurse ignores patient” (bottom), per the USA 

2002–2004 lexicon. 
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compiling ACT lexicons or dictionar-
ies that give average EPA ratings for 
words for which there is consensus. For 
example, as Figure 1 shows, the EPA for 
nurse (from the USA 2002–2004 dic-
tionary, average female rating) is [2.9, 
1.5, 0.2], meaning that nurses are seen 
as very good (E), a bit powerful (P), and 
a bit active (A). A patient is seen as [1.1, 
−0.8, −0.9]: comparatively less good, 
powerful, and active than a nurse. A 
complete description of these data-
sets can be found in David R. Heise’s 
Surveying Cultures26 or at research 
.franklin.uga.edu/act.

Social events cause transient 
impressions of identities and behaviors 
that deviate from their corresponding 
fundamental sentiments. ACT mod-
els this formation of impressions from 
events with a minimalist grammar 
of the form actor-behavior-object (A, 
B, O). The ACT predictions are based 
on an empirically derived impression 
formation function over the nine- 
dimension space of {E, P, A} × {A, B, O}.24 

We denote the fundamental sentiment 
of the actor’s evaluation as Ae, and use 
A’e for the corresponding transient 
impression (and similarly for the other 
eight combinations). The impression 
formation function consists of linearly 
weighted polynomial features that 
combine fundamental sentiments in 
ways that represent known psycholog-
ical consistency effects. For example, 
the transient impression of an actor’s 
evaluation (A’e) will be positive if (s)he 
does something positive (Be), if (s)he 
does something either positive to a pos-
itive person or negative to a negative 
person (a balance effect, represented 
by a term Be × Oe with a positive coeffi-
cient), and if (s)he does something weak 
to a positive person or powerful to a 
negative person (represented by a term 
Bp × Oe with a negative coefficient).  

These three effects are com-
bined with weights showing relative 
strength as measured in the USA 1978 
EPA survey as 

A’e = 0.42Be + 0.12BeOe − 0.05BpOe + ...

where we only show 3 of the 20 terms 
in the full equation. The weighted 

sum of the squared Euclidean distance 
between fundamentals and transients 
is the deflection and is hypothesized 
to correspond to an aversive state of 
mind that humans seek to avoid or 
minimize. This hypothesis is known 
as the affect control principle. 

As a specific example, consider a 
nurse (actor) who ignores (behavior, 

Social interaction

Sentiment

dictionary

P
op

ul
at

io
n 

su
rv

ey

Symbolic

interpretation

Fundamental

sentiments

Transient

impressions

Actor

nurse

[2.9, 1.5, 0.2] [2.8, 2.1, 0.1] [1.1,-0.8,–0.9]

Ae, Ap, Aa Be, Bp, Ba Oe, Op, Oa

[3.3, 1.2, 0.3] [2.3, 1.4, 0.4] [1.4, –0.9, –0.7]

A'e, A'p, A'a B'e, B'p, B'a O'e, O'p, O'a

Behavior Object

comforts patient

D
eflection/em

otion

P
redicts next behaviors

Impression formation equations

A'e = 0.42Be + 0.12BeOe – 0.05BpOe + ...

FIGURE 2. Key elements of Affect Control Theory (ACT). An actor (A) performs a behavior 

(B) on an object (O). A dictionary of empirically measured fundamental sentiments corre-

sponding to the (observed/estimated) behavior and the (known or previously estimated) 

identities of A and O provides inputs to a set of impression formation equations (also 

empirically measured). These equations yield transient impressions for A, B, and O. The 

difference between fundamentals and transients is the deflection, which can be used as 

a predictor of the most appropriate behavior (for example, a response for the object). The 

vector difference between fundamentals and transients is the emotion, which is sent as a 

signal of misalignment.
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with EPA = [−1.9, −0.3, −0.9]) a patient 
(object). Observers agree, and ACT 
predicts, that this nurse appears less 
nice (E) and less powerful (P) than the 
cultural average of a nurse (transient 
EPA = [−0.5, 0.9, 0.3]), while the patient 
also seems less good and less powerful 
(transient EPA = [0.4, −1.4, −0.8]). The 
situation in which a nurse ignores a 
patient has a deflection of over 13 (very 
high), whereas if the nurse comforts 
(EPA = [2.8, 2.1, 0.1]) the patient, the 
deflection is 1 (very low). After com-
forting, the nurse’s transients are very 
close to her fundamentals (transient 
EPA = [3.3, 1.2, 0.3]), as are the patient’s 
(transient EPA = [1.4, −0.9, −0.7]). In 
general, nurses are expected to do pos-
itive and powerful things to a patient, 
and such actions confirm their cultur-
ally defined identity sentiments. 

The affect control principle allows 
ACT to predict deflection-minimizing  
actions for agents by computing 
derivatives of the impression forma-
tion equations. Emotions in ACT are 
readouts of the 3D vector differences 
between fundamental and transient 
sentiments. They are relayed from one 
agent to another to promote alignment 
through a set of gestures, vocal tones, 
and facial expressions. Figure 2 shows 
a schematic representation of some of 
ACT’s key elements.

A recent generalization of ACT, 
BayesACT integrates affective dynam-
ics with decision-theoretic reasoning 
and explicitly models uncertainty as a 
key element.27 BayesACT proposes that 
emotional processing takes place rapidly 
and continually, while cognitive- 
rational processing takes any spare 
cycles to compute optimal plans 
within the ecosystem of the affec-
tive processing unit. BayesACT views 
feelings or sentiments as bridg-
ing the gaps in a social order, while 

rationality becomes the “interrupt” 
mechanism that can be used to han-
dle novelty and to repair breakdowns 
and disruptions. 

BayesACT is thus a type of expec-
tation violation model in which we 
define expectation violation in a 3D 
sentiment space and use deflection 
as a term to describe it. Deflection 
explicitly provides a policy based on 
identities, which are interpreted as a 
motivational force. BayesACT is also 
a decision-theoretic model, since it 
can compute plans in the (restricted 
by affect) game tree to optimize over 
utility, which might include a novelty 
measure or other appraisals. As deflec-
tion grows, people become less cer-
tain of themselves, and the breadth of 
action choices causes a cognitive over-
load that leads to short-term solutions. 
These poor short-term solutions could 
be disruptive for people and their 
social context. BayesACT resolves 
this problem with a single parsimo-
nious model of human affect. When a 
breakdown occurs, for example, after 
the user gets frustrated, BayesACT 
can predict the resulting difficulties 
to make decisions and suggest correct 
alternatives, or focus the user on one 
clear identity.

INTEGRATING ACT IN 
ASSISTIVE TECHNOLOGY 
FOR DEMENTIA: THE COACH 
SYSTEM
To demonstrate how ACT can effec-
tively model affective responses in 
assistive technology for dementia, we 
integrated BayesACT into the COACH 
system and used it to explicitly model 
the identities of the older adult user 
and the assistive agent. We used these 
explicit identity models to generate 
interventions that were tailored to a 
simulated user’s emotional state. 

The baseline function of COACH’s 
hand-washing system relies on a 
Bayesian sequential model with dis-
crete variables corresponding to 
the different steps of hand washing, 
describing the state of the tap (on/
off) and hands (dirty/soapy/clean and 
wet/dry). The older adult user’s behav-
ior is modeled by his or her actions: 
turn on/off water, use soap, use towel, 
rinse, and null (do nothing). There 
are probabilistic transitions between 
plan steps described in a probabilis-
tic plan-graph (for example, the user 
sometimes applies soap first and some-
times turns on the tap first). A binary 
variable describes whether the user is 
aware or not, and this is unobserved 
but inferred from the user’s behavior. 
COACH tracks the user’s hands by clas-
sifying individual body parts from a 
single overhead depth image on a per-
frame basis. The tracker outputs the 
locations of the user’s two hands and 
head, followed by a mapping to a set of 
predefined spatial regions (soap, tap, 
sink, water, towel), the index of which 
is used as the observation of the mod-
el’s state. 

The integration of BayesACT 
requires that COACH be able to learn 
information about the user’s identity. 
Luyuan Lin and her colleagues exper-
imented with different identities in 
simulations, including situational 
identities such as patient and assistant 
and biographical identities such as 
boss or athlete.28 In practice, COACH 
uses hand coordinates obtained from 
the hand tracker as a signal of user 
emotion on the EPA dimensions. How-
ever, due to differences in the ability to 
automatically determine these emo-
tional factors,  BayesACT models the 
strength of the estimates and can fac-
tor weak or less informative signals, 
concordant with the idea of integrating 
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multiple, differently salient sources of 
information.28

Deflection then plays a critical role 
by modeling how the interaction will 
deviate from the goal should the sys-
tem become misaligned with the per-
son. For example, if the deflection is 
high, then more unusual (for example, 
nonconforming) reactions by the older 
adult are expected. Prompting strate-
gies will be more effective if users are 
aware of their situation and are well 
aligned with the system, such that 
each user shares the same emotional 
models of identity.

While initial tests of the COACH 
system were promising, more infor-
mation was required about how to 
model identities, including about how 
persons with dementia perceive them-
selves and a virtual assistant. This 
knowledge gap was addressed through 
a set of interviews with older adults, 
both with and without dementia. The 
study involved a semi-structured qual-
itative interview process involving 12 
older adult-care residents and 9 care-
givers.3 The interview guide covered 
life domains (family and origin, occu-
pation/vocation, personal history, and 
relationships) and feelings related 
to an intelligent cognitive assistant. 
All interviews were transcribed and 
analyzed to extract a set of affective 
identities and coded according to the 
social-psychological principles of ACT. 
The coding was organized around 
three themes: biographical identities, 
current identities, and loss of identity 
or confusion. Once the main identi-
ties were extracted, E, P, and A ratings 
were generated for each identity using 
standard semantic differential scales. 

Thematic analysis of the inter-
views showed that a set of identities 
can be extracted for each participant. 
Furthermore, the results support the 

proposition that, while identities 
grounded in denotative memories 
fade as abilities to remember people 
and events are lost, affective aspects of 
identity in the self-sentiment can per-
sist longer.3 One resident, for example, 
associated strongly on an emotional 
level with biographical identities of 
father (EPA = [1.9, 1.8, 0.0]) and priest 
(EPA = [2.2, 1.1, −1.5]), even though he 
was sometimes being treated as a more 
helpless identity, such as child (EPA = 
[1.5, −0.8, 2.1]). This person’s affective 
memories did not find situational sup-
port, leading to feelings of inferiority.3

Future COACH development will 
include integration of these findings 
into the system.  Beyond COACH, 
BayesACT simulations have been con-
ducted to model a range of interac-
tions, including to predict older adult 
responses to online health tools,29 
demonstrating the model’s potential 
applicability across different settings.

BENEFITS OF BAYESACT 
INTEGRATION
BayesACT integrates three require - 
ments of emotion modeling into a sin-
gle reasoning framework:

 › predicting how people will feel 
in emotion-evoking situations, 
building on appraisal models;22

 › predicting how people will make 
decisions in emotional states, 
building on decision-theoretic 
models;21 and

 › using emotional responses to 
infer user personality, building 
on reverse appraisal models and 
coherence approaches.30 

Most existing models that attempt to 
bridge these three requirements focus 
on task goals and largely ignore social 
goals.10 BayesACT not only integrates 

social goals but also identities, which 
serve as heuristics for computing 
plans to achieve goals. Compared with 
appraisal theories that often consider 
power as an intermediate construct, 
BayesACT also harnesses power as a 
key construct of social interaction. 
Finally, a practical advantage of Bayes-
ACT lies in its dictionaries of cultural 
sentiments, which act as a large and 
validated domain theory.

A key barrier to the use of technol-
ogy, intelligent or otherwise, in appli-
cations such as healthcare has been 
adoption. Despite the creation and 
development in recent years of assistive 
healthcare solutions that have been per-
ceived to be useful in theory, and con-
certed efforts to bring these technolo-
gies to market, widespread adoption 
has been slow. Customizing technology 
through the integration of BayesACT to 
increase the likelihood of acceptance 
and adoption by targeted users might 
help to shift these technologies from 
the research realm to the real world. 
Through the use of BayesACT, technol-
ogy developers can attempt to predict 
the affective responses of their users 
to specific aspects of their forthcoming 
applications. For example, an AI agent 
used as a social networking tool or per-
sonal assistant might be designed to 
act in a manner that the user perceives 
as friendly for those who prefer these 
types of interactions and more effi-
cient, curt, and distant for those who 
do not align well with a friendly assis-
tant. Further, BayesACT is culturally 
sensitive, and dictionaries of affective 
meanings and impression formation 
equation parameters have been gath-
ered in many different countries and 
languages. The consideration of cul-
tural variations in these measurements 
would result in different behavior from 
a BayesACT agent.



32 C O M P U T E R    W W W . C O M P U T E R . O R G / C O M P U T E R

E-COACHING FOR HEALTH

BayesACT simulations can also 
be used to optimize user experience 
with technology to predict the extent 
to which the technology is likely to 
achieve trust on the part of the user—a 
particularly important aspect of a 
relationship within the healthcare 
field. As one example, an AI technol-
ogy could have the aim of aiding its 
user in online shopping for medica-
tion. For users to have positive expe-
riences with such technology, it seems 
clear that they must, to some extent, 
trust that the AI agent will make accu-
rate predictions as to what the user 
wants and needs, and that it will not 
use that information in any way that 
the user would disapprove of. Integra-
tion of BayesACT into such technology 
will allow the technology to predict 
the affective meanings that the user 
perceives and to then act in a way that 
is consistent with those meanings, 
thus promoting trust, engagement, 
and adoption.

Overall, BayesACT provides an 
explicit, computational model of iden-
tity that allows for the close integra-
tion of emotion and action for a wide 
range of technology applications. 

CHALLENGES OF BAYESACT 
INTEGRATION
Along with promising potential ben-
efits are significant challenges in 
integrating BayesACT into assistive 
technology. 

A high-level disadvantage is that 
ACT models are broad; most evidence 
pertains to how such models predict 
average group behavior, with less 
exploration of how they apply to spe-
cific individuals in specific situations.

Further, databases of terms and 
affective meanings take significant 
time to compile and, given the rapid 
progress of technology, it might be 

difficult for database generation to 
keep pace. For example, the most 
recent compilation of terms in Ontario, 
Canada, is from 2003 and has none 
that relate to technologies as common-
place as iPhones, Facebook, or Twitter. 
However, to address this issue various 
techniques can be used to map from 
known to unknown words. For exam-
ple, words could be considered “close” 
based on their semantic similarity 
(“cat” is closer to “dog” than to “cab”), 
and this semantic similarity could be 
learned by observing real-world usage 
contexts (“the dog chased the cat” but 
not “the dog chased the vat”). Close-
ness in emotional space could then 
also be considered. Alternatively, both 
emotional and denotative meanings 
could be simultaneously learned.

A further limitation stems from the 
fact that to make accurate predictions, 
BayesACT requires accurate input of 
the affective meanings that users have 
toward themselves, the AI agent, and 
the actions that the agent performs. 
Incorrect or biased identity inputs 
could result in the agent performing 
actions to which the user is entirely 
unreceptive, which might hinder the 
trust in and likelihood of continued 
use of that technology, and, in the 
healthcare context, could have neg-
ative consequences on users’ health. 
Therefore, a promising direction for 
future research is the development of 
technology that can actively and non-
obtrusively capture the identity of the 
user of the technology, and efforts in 
this area are ongoing.

BayesACT integration also raises 
ethical issues. Technology that consid-
ers the affective meanings users hold 
toward certain objects, persons, and 
actions, and customizes itself to align 
with those meanings, could perpet-
uate objectively negative biases. For 

example, most existing virtual assis-
tants have, by default, female voices 
(Apple’s Siri, Amazon’s Alexa, Micro-
soft’s Cortana). If, for the sake of argu-
ment, this is because people associate 
femininity with subservience, then 
intentionally using female voices to 
accommodate the user base clearly 
perpetuates a negative stereotype. By 
gauging the affective meanings that a 
user holds, a BayesACT-infused agent 
could act in whatever way possible to 
accommodate the user, even if that 
means reinforcing particular stereo-
types that the user holds.

Finally, among the potential upsides 
to integrating AI with BayesACT is the 
ability to foster trust on the part of the 
user. However, this potential benefit 
could also be problematic should tech-
nology developers and providers use 
this trust in ethically unacceptable 
ways—for example, to sway the user 
into making purchases or engaging in 
socially irresponsible acts.

LOOKING TO THE FUTURE
BayesACT models human sentiment, 
rooted in biographical and situational 
memories of identity, as a core motiva-
tional force for human action. It inte-
grates utility and goals, allowing for 
appraisal dimensions to be explicitly 
represented if needed. Finally, it pro-
vides a clear definition of emotions as 
signals of incongruence or dissonance 
in a social interaction. Its probabilistic 
framework allows for affective infor-
mation to be quickly used to establish 
a social context for an interaction, and 
to thereafter guide action selection in 
a way that preserves this same con-
text. When interacting with a person 
with dementia in particular, it is nec-
essary to maintain this social interac-
tion on an emotional level to prevent 
breakdowns that most often result in a 
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lack of motivation and a lack of action, 
and thus to undesired outcomes. This 
necessity is especially critical as older 
adults with dementia maintain greater 
and stronger memories on an emo-
tional level than on a cognitive one. 

Looking forward, the success of 
BayesACT integration will rest on how 
identity is understood. BayesACT oper-
ates using databases of identities that 
are rated based on affective meanings 
E, P, and A, but it is possible that other 
theories of identity can illuminate dif-
ferent important factors to be taken 
into account. Ongoing research is cur-
rently examining the predictive power 
of BayesACT specifically in the context 
of technological development for a 
range of different user groups, includ-
ing online collaborative networks such 
as GitHub, and workplace settings with 
persons having intellectual develop-
mental disability. Empirical evalua-
tions of the effectiveness of the model 
will be followed by large-scale testing 
and implementation in existing and 
emerging assistive technologies.

This article has outlined a novel 
mechanism to allow for cultur-
ally shared emotional mean-

ings to be integrated into assistive 
technology development. These cul-
turally shared meanings guide and 
motivate human action. Most com-
monly used appraisal theories of 
emotions are limited in their consid-
eration of these shared cultural mean-
ings, and therefore have shortcomings 
that make them of limited utility in 
the context of applications for people 
with dementia. BayesACT addresses 
many of these limitations and clearly 
defines a way of ensuring that assis-
tive technology is responsive to users 
on an emotional level. 
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