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Autonomy, the ability to make decisions for ourselves about ourselves, is among the most prized of human liberties. In this review we reconsider the key conditions necessary for autonomous decision making, long debated by moral philosophers and ethicists, in light of current neuroscientific evidence. The most widely accepted criteria for autonomy are that decisions are made by a rationally deliberative and reflective agent and that these decisions are free of undue external influences. The corpus of neuroscientific data suggest that human brains are capable of the hierarchical control required for reflective thought, but that decisions conventionally perceived as autonomous may not be rational with respect to the deliberative process itself, and are rarely free from covert external influences. These findings cast doubt upon the capacity for autonomy as traditionally defined, and suggest that we reconsider valorizing the right to autonomy in order to align our moral values with neuroscientific naturalism.
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The nature of autonomy has long been a matter of philosophical debate. What makes a decision autonomous? Who (or what) is capable of deciding and acting autonomously? To what extent should individual autonomy be valued? These questions are significant because autonomy is considered to be a precondition for moral agency: Our conception of autonomy has important implications for personal responsibility and the relationship between the individual and society, including whether it is permissible (or even advisable) for the state to influence individuals' choices for the common good. The utilitarian and the Kantian perspectives on these questions each depend upon particular assumptions about how we make decisions. However, the philosophical conception of autonomy has been formulated primarily introspectively, incorporating ideas from folk psychology with little input from empirical studies of decision making.

While decisions have traditionally been studied at the behavioral level within the disciplines of psychology and economics, advances in the neurosciences have begun to shed light upon the neural mechanisms of decision making (Gold and Shadlen 2007). Given the close relationship between autonomy and how we make decisions, a modern conception of autonomy would benefit from incorporating the relevant findings from neuroscience. In this paper, we critically examine the conception of autonomy from the perspective of neuroscience, with the goal of grounding the debate with empirical neurobiological evidence.

A CONSENSUS CONCEPTION OF AUTONOMY

As is the case with many concepts, autonomy is notoriously difficult to define with precision (Dworkin 1988; Christman 1989; Rosch 1999; Mackenzie and Stoljar 2000). Autonomy literally means "self-rule," and can be used in several context-dependent manners. Most broadly, autonomy can be considered (1) the right to be free to self-govern, and (2) both the state of being capable of, and actually exercising, self-government (Christman 1989). These concepts are interrelated, since it would be worthless to have the right to autonomy without actually being able to exercise it, and it may be impractical to exercise autonomy without having the right to do so. The political libertarian invokes the right to be free from interference with one's own decisions. In the context of clinical bioethics, the emphasis on informed consent demonstrates the attempt to preserve the right to, and implicitly assumes the state of, autonomy. For our purpose of examining the neuroscientific underpinnings of autonomy, we are primarily, but not exclusively, concerned with the necessary conditions for its state. Specifically, what features must a decision have in order for it to be considered autonomous? With the caveat that the rich philosophical debate is ongoing, we believe that the following three conditions can be distilled from it, constituting what we will...
call the “standard model” of autonomy. For a decision to be autonomous, it must be:

1. Consistent with the individual’s “higher-order” beliefs and desires (Frankfurt 1971; Dworkin 1988). It does not suffice to decide to satisfy a “lower-order” physiological need, without reflection at, and “authentication” from, higher levels.

2. Rational: It must be dispassionate, based on explicit information, and be allowed sufficient time for the option with the largest subjective utility to be selected (Christman 1991; Sugden 1991).

3. Not unduly influenced by external factors beyond the individual’s control. While complete independence may not be required, covert influences on decisions would pose a threat to autonomy (Dworkin 1976).

At first glance, these criteria would appear to deem some decisions autonomous and others not. Choosing a career path, under ideal conditions, may meet all of the criteria and therefore be an autonomous decision. Reacting to a sudden threat, without time to reflect on the response options, would not. As we hope to convey in this paper, most decisions are much more difficult to classify as either fully autonomous or non-autonomous, both because the concept itself is not clearly defined and because evidence from neuroscience is unlikely to provide a clear line of demarcation (Muller and Walter 2010).

The preceding conditions are not mutually exclusive. For example, a decision consistent with the individual’s higher-order beliefs is often free from undue external influence as well. And certainly, other notions of what the term means have been proposed, and these have merit in and of themselves (for comprehensive reviews, see Christman 1989; Christman and Anderson 2005; Taylor 2005). To take but one example from the many thoughtful offerings in the field, Christman (1991) proposes that autonomy with respect to some desire requires the individual to have not resisted the development of that desire. Nonetheless, the standard model represents the consensus of the core of autonomous decisions, and has been endorsed in some form by the preponderance of investigators, including the intellectual forebears of this view of autonomy. Kant, for instance, suggested that autonomous decisions are reasoned, based on principles rather than (first-order) desires, and “independent of alien causes” (Hill 1989; Kant et al. 2002).

While understanding the neurobiology of how decisions are made can shed light on autonomy, we make no claim that it will provide all of the answers we seek. In particular, normative questions about autonomy are best addressed within the discipline of moral philosophy. However, any prescription for how things ought to be rests on the assumption that things can be that way (Kant et al. 1999). Thus, what neuroscience can provide is a naturalistic framework within which to ground, inform, and constrain the philosophical debate. For example, the value of a philosophical viewpoint that depends upon a particular capacity would be limited by evidence from neuroscience inconsistent with that capacity.

With this goal in mind, we now discuss the neuroscientific evidence for and against autonomous decision making.

THE NEUROSCIENTIFIC BASES FOR THE STANDARD MODEL OF AUTONOMY

Hierarchy of Desires

Dworkin posits that “a crucial feature of persons [is] their ability to reflect upon and adopt attitudes toward their first-order desires, wishes, [and] intentions” (Dworkin 1988). Similarly, Frankfurt states that “It seems to be peculiarly characteristic of humans... that they are able to form what I shall call ‘second-order desires’” (Frankfurt 1971). “First-order” desires often—but do not always—correspond to physiological needs, such as hunger, and to reflexive emotions, such as resentment at being mistreated. The individual’s “second-order” desires, or volitions, comprise his attitudes about his first-order desires, such as whether or not he wants to have them. Autonomy, then, is “conceived of as a second-order capacity of persons to reflect critically upon their first-order preferences, desires, wishes, and so forth and the capacity to accept or attempt to change these in light of higher-order preferences and values” (Dworkin 1988).

Frankfurt takes a similar view: An autonomous individual is “free to want what he wants to want” (Frankfurt 1971), as opposed to being enslaved to his or her first-order desires. Positing multiple levels of desires represents an attempt to differentiate decisions consistent with the individual’s fundamental goals and beliefs, which are considered autonomous, from other decisions, which are not. For example, an addict who decides to satisfy a first-order craving for a drug, despite a second-order desire to not have that craving, would not be considered to have decided autonomously. Critically, both Dworkin and Frankfurt consider the capacity for autonomy to be uniquely human.

Reflections upon second-order desires could be considered third-order desires, reflections upon those would be fourth-order, and so on. While classifying a desire as being of one particular order may be overly simplistic, the general structure forms the basis of a rich hierarchy of desires, which is analogous in many ways to the organization of neural structure and function. The gross anatomy of the brain is largely (but not exclusively) hierarchically organized. In general, the brainstem, the evolutionarily oldest part of the brain, is responsible for unconscious, automatic behaviors, such as the regulation of breathing and body temperature. The cerebral cortex mediates more complex cognitive tasks, which often requires conscious awareness. Information can be processed in a “bottom-up” fashion, flowing from the brainstem through midbrain nuclei and to the cortex, and “top-down,” in which the cortex modulates brainstem activity. This account is of course oversimplified; the brain consists of many interconnected subregions responsible for processing and representing specific information. To a first approximation, however, lower- and higher-order desires can be thought to map onto representations in the brainstem and cortex, respectively, and it is generally accepted...
that the cortex is at the top of the hierarchy for autonomous decision making.\(^1\)

Consistent with this notion, there exists a strong correlation between cortical function and the capacity for autonomous decisions. Animals with a comparatively rudimentary cortex (e.g., birds and reptiles), and humans with poorly developed cortical function (e.g., infants and the mentally disabled) or cortical damage (e.g., due to injury or stroke) are generally not considered to be fully capable of autonomous decision making. Moreover, even healthy human adults may transiently lack autonomy under heightened emotional conditions during which decisions may not be under cortical control (see further discussion).

The hierarchical theory of autonomy requires not only that there exist multiple levels of desires, but also that autonomous decisions actually reflect the higher-order desire. How could this organization be realized in the brain? One possibility is suggested by executive control theory (ECT), which posits that the prefrontal cortex (PFC), the cortical region most fully developed in humans, exerts “top-down” influence over other brain regions (Miller and Cohen 2001). The idea is that persistent activity in local circuits of PFC neurons, representing behavioral goals, is thought to bias the computations performed in other brain regions such that their ultimate output is consistent with those goals. For example, consider being in line at a cafeteria and deciding whether to have a salad or a brownie. Activity in distinct circuits would represent the sequence of actions required to select one or the other. These two circuits “compete” with each other, such that one of them “wins” and determines the behavioral output (e.g., eating the salad). The PFC can bias this competition such that its outcome is consistent with the goals it is currently representing. If that goal is to avoid gaining weight, the PFC would make it more likely that the “salad circuit” wins.

This example highlights several key features of the neural correlates of a hierarchy of desires. First, the higher-order desires correspond to the behavioral goals represented in the PFC—in this case, to avoid weight gain—while the lower-order desires correspond to wanting the brownie and wanting the salad. Note that the lower-order desires correspond to the physiological need for food, while the higher-order desire represents an attitude about the lower-order desires (e.g., “I do not want to want a brownie”): a meta-desire, if you will. Second, decisions to satisfy physiological needs are often unconscious, despite the complex sequence of motor action required, as anyone who has “absentmindedly” eaten an entire batch of brownies can attest. Higher-order desires, on the other hand, are more likely to be (but are not necessarily) represented in conscious awareness. This notion fits well with the simplified idea of conscious cortical, and unconscious subcortical, processing. Third, while higher-order desires may make it more or less likely that a particular lower-order desire will be satisfied, they do not always guarantee the outcome. The decision is thus determined by the relative strengths of the lower-order and higher-order desires: Despite the identical desire to avoid gaining weight, you might choose a particularly tasty brownie (e.g., with chocolate frosting) over the salad. The ECT accounts for this situation by positing that the brownie circuit has an advantage that even the bias from the PFC cannot overcome. Fourth, lower-order desires are generally focused on immediate rewards, while higher-order desires are more sensitive to long-term outcomes. Finally, note that higher-order desires are not necessarily in the individual’s best interest. For example, societal influences may lead one to highly value thinness, resulting in a desire to lose as much weight as possible, even at the expense of overall health.

An important difference exists between the representation of higher-order desires and behavioral goals in the brain. High-level desires may be very long-lasting; for example, people may carry the desire to be healthy with them throughout their lifetime. However, activity representing behavioral goals persists for minutes or hours at most (Fuster 1995; Goldman-Rakic 1995). The neurobiological canon would hold that high-level desires are stored as long-term memories, for example, in the synaptic weights of hippocampal and cortical networks (Hebb 1949; Bliss and Lomo 1973; McNaughton and Morris 1987). When required, these representations are transiently transformed into persistent PFC activity and are used to guide decisions.

Early evidence for the idea that the PFC performs executive control functions arose from human lesion studies. In particular, it was observed that PFC damage specifically disrupted higher-order behavioral control without affecting the ability to perform simple tasks (Milner 1963). These results suggested that the PFC was specifically involved in coordinating behavior. Evidence for an executive function for activity in local PFC circuits came from electrophysiological recordings in primates demonstrating persistent activity during behavioral tasks (Fuster and Alexander 1973), including activity that explicitly represents contextual information required for achieving behavioral goals (Romo, Brody et al. 1999; Wallis, Anderson et al. 2001). More recently, imaging studies in humans have demonstrated distinct roles played by subregions of the PFC in top-down control, such as anterior regions of the PFC controlling those more posterior (Badre 2008; Badre and D’Esposito 2009). Together, these data support the main features of the ECT: the functional relevance of persistent activity in the PFC for biasing processing in other circuits in order to control behavior.

The hierarchical organization proposed by the ECT endows the nervous system with a powerful mechanism for behavioral control. Instead of producing stereotyped responses to the same input, the hierarchy provides the nervous system with the capacity for behavioral flexibility. Such flexibility is adaptive for the organism’s survival insofar as it permits the exploration of new behavioral strategies and expands the range of environments in which the organism

---

1. While we primarily present data supporting the idea that the prefrontal cortex sits atop the hierarchy, alternative viewpoints exist. The specific brain regions constituting each level of the hierarchy are not critical for the purposes of our discussion.
can thrive. Presumably, then, flexibility in decisions and behavior has been selected for by evolution. The potential for autonomy, which is also dependent on hierarchical organization, may have evolved in parallel with the capacity for flexibility in decisions and behavior. This idea is consistent with the notion that organisms with less well-developed cortical function tend to exhibit a lower degree of autonomy.

However, there is a fundamental conceptual difficulty with the hierarchical model, with respect to both brain function and autonomy: What happens at the top of the hierarchy? In neuroscience, this problem is exemplified by invoking the existence of a homunculus: a “little man” found at the apex that is the ultimate controller. Of course, this is not a viable solution, since it simply passes on the question to what is controlling the homunculus. A similar “regress problem” also occurs with respect to the hierarchy of desires (Watson 1975). With respect to the salad versus brownie decision discussed earlier, perhaps the second-order desire to avoid gaining weight is influenced by a third-order desire to maintain good health, which answers to a fourth-order desire to live as long as possible, and so on. If autonomy requires authentication from a higher-order desire, how do we avoid the trap of an infinite number of orders of desire?

Although neuroscience has not provided resolution to the dilemma posed by the top of the hierarchy, several theories have been proposed. One suggestion extends the idea that the dopaminergic system is responsible for reinforcing rewarded actions by applying the same role to the patterns of persistent PFC activity themselves: those patterns—patterns that we suggest correspond to higher-order desires—that lead to positive outcomes are reinforced, and are thus more likely to occur in the future (Braver and Cohen 2000; Hazy, Frank et al. 2007). One might also posit a variant of the multiple drafts model that has been proposed for consciousness (Dennett 1991): that decisions occur not at any one locus or even instant, but rather arise through parallel, multiplexed information processing. Our introspective perception of the decision as occurring at a given time leads us to conclude that there is a single brain region responsible for the decision, but in principle the computations required could just as easily be accomplished via a distributed network of synaptic events. Regardless of the specific mechanism, the PFC is a leading candidate to have evolved the structure that can confer authentication itself, since the infant brain is not capable of autonomous decisions (Noggle 2005). This structure can then confer authenticity on other needs and desires, and need not (in fact, cannot) be authenticated itself, since the infant brain is not capable of autonomous decisions (Noggle 2005). An obvious question then is when, in the development from infancy to adulthood, the hierarchical control necessary for autonomy first emerges. We concur with the view that the capacity for multiple orders of reflection, abstraction, and representation may distinguish adult human cognition from that of infants and nonhuman animals (Hofstadter 2007). Although identifying such a time point is desirable from an ethical and legal perspective, it is not clear that even a perfect understanding of the underlying neuroscience could provide one. Instead, the neuroscientific evidence supports the notion of experience-dependent degrees of hierarchical control, spanning the range from infant (none) to healthy adult (full). This idea is consistent with current thinking on the rights and responsibilities of children with respect to their own medical decisions: that these should depend on experience (e.g., previous treatment history) rather than age (Alderson 2007), and that children may “assent” (agree) to decisions made on their behalf, rather than offer fully informed consent (Committee on Bioethics 1995). Similarly, the perspective from neuroscience supports the idea that while humans have the greatest capacity for autonomy, other species may exhibit varying degrees of autonomy, contrary to the view espoused by Dworkin and Frankfurt, perhaps depending on the particular context for the decision.

The idea that autonomous decisions require authentication from higher-order desires is paralleled by the hierarchical nature of neural control postulated by the ECT. While numerous details remain to be determined, and we do not claim that specific levels of desire correspond precisely to particular brain regions, the ECT provides a framework for how decisions and actions may be influenced by higher-order desires. We therefore find good neurobiological support for the viability of decisions being controlled by a hierarchy of desires, an important component of the standard model for autonomous decision making.

Rationality

The second requirement of the standard model for autonomous decisions is that they are rational. While the notion of rationality has long been debated, the traditional view of rational decision making focuses on the deliberative process itself. Specifically, the process requires access to all of the relevant information and sufficient time and neural resources to select the option associated with the best predicted outcome: the advantages and disadvantages of each option are weighed, and the most valuable one is selected (Becker 1976; Sugden 1991; cf. “rationality” of Evans 2003). There is much evidence demonstrating that humans and animals are capable of weighing options and choosing the optimal one. Behavioral economics has successfully explained choices in terms of their subjective value (Kable and Glimcher 2009), and game theory has demonstrated that animals and humans are capable of adopting a seemingly optimal strategy in order to maximize their reward (Von Neumann et al. 1947; Glimcher and Rustichini 2004). Recently, many studies have analyzed the neural substrates of economic decision making, demonstrating where and how value is represented in the brain and how these representations are used to guide decisions (Montague and Berns 2002; Glimcher and Rustichini 2004; Sugrue et al. 2005; Gold and Shadlen 2007). Further, several cortical regions are engaged.
by reasoning and deliberation, consistent with their role in executive control (Jung and Haier 2007).

While these studies identify a capacity for rational decision making and its neurobiological mechanisms, they do not necessarily address how particular real-life decisions actually are made. It had long been intuited that our decisions are influenced by factors of which we are not aware, but it was not until the emergence of prospect theory that evidence accrued demonstrating that behavior predictably deviates from subjective utility theory (Tversky and Kahneman 1981; Ariely 2008). Indeed, many decisions important for survival—how to react to the immediate threat of a predator, for example—must be made without the cumbersome computations required to explicitly consider all of the information and options. But implicit considerations such as these, relying upon covert, partial information, violate a requirement of rationality. In short, much evidence suggests that there are many instances in which we do not make rational decisions.

While the specific neurobiological mechanisms by which decisions are covertly influenced are not yet fully understood, one theory has attempted to explain how emotions, even those outside of conscious awareness, contribute to decision making. This theory, known as the somatic marker hypothesis (SMH) (Damasio 1994; Damasio 1996), suggests that specific networks in the brain have evolved so as to utilize the (nonrational) information generated by emotional responses in order to improve decision making. The idea is that the nervous system "tags" (marks) the outcome of particular choices with particular body (somatic) states that can then be used to guide future decisions. These markers develop through learning the correspondence between the value of a given course of action (i.e., its predicted future outcome) and the emotions associated with that course of action. A negative marker decreases the likelihood that the option associated with it will be selected, while a positive marker increases the likelihood. For example, the thought of eating an entire batch of brownies, while rewarding in the short term, may elicit wide-ranging negative feelings overall (e.g., guilt), making you less likely to do it. Resisting the brownies may elicit emotions associated with a positive outcome in the long term (e.g., pride at maintaining a healthy lifestyle). Such associations between emotions and outcomes must be learned through experience: The first time you had the opportunity to eat all of the brownies, you probably did (notably, your pet dog would probably never “think twice” about doing so). Somatic markers increase the efficiency of the decision-making process by rapidly eliminating options that are obviously undesirable, and by biasing the decision toward or away from particular options depending on their associated emotions.

Since the SMH requires the integration of somatic signals, emotions, outcome representations, memories, and motor output, several brain regions are thought to be involved, and an explanatory framework for how and where the information is processed has emerged. For example, the limbic system, and in particular the amygdala, is necessary for processing instinctive emotions (e.g., fear). Without normal output from this system, it would be impossible to associate emotions with particular situations. The somatosensory cortex is responsible for representing bodily states. The PFC, due to its functional connectivity with all of these systems and others responsible for the already-described functions, and its dense recurrent connectivity, provides an ideal substrate for forming the associations between the actions, values, and somatic markers that are critical to the SMH.

Early support for the SMH, and for the importance of the PFC in producing the appropriate somatic states for particular situations, emerged from studies of individuals with frontal lobe damage. While these patients produced normal autonomic activity in response to simple stimuli, they failed to produce learned responses to more complex stimuli (Damasio et al. 1990). These findings were consistent with early reports of the effect of frontal lobe damage, after which a specific deficit in producing proper emotions was observed despite no apparent change in general intelligence (Harlow 1868). In order to study how this deficit in forming somatic markers affected decision making, the Iowa Gambling Task was developed (Bechara et al. 1997). In each trial of this task, human subjects select a card from one of four decks. Cards from two “good” decks offer either small monetary gains or small losses, while those from two “bad” decks offer either large gains or large losses. Over the course of the session, the subject is likely to gain more by selecting from the “good” decks. Interestingly, while normal subjects quickly learned the optimal strategy, they began to exhibit elevated skin conductance responses (indicating heightened emotional processing) during picks from bad decks sooner than they reported being consciously aware that the deck was bad. Furthermore, patients with bilateral damage to the ventromedial PFC neither exhibited elevated skin conductance responses nor learned the optimal strategy. These results suggest that emotional processing, even when covert, is beneficial to optimal decision making, and that the ventromedial PFC is necessary for this processing. More recent studies have found specific roles for several other PFC regions as well (Fellows and Farah 2005; Dunn et al. 2006). Indeed, the SMH can perhaps best be considered as a special case of the hierarchical ECT: Both propose systems of top-down control, originating with representations in the prefrontal cortex which serve to bias decisions.

The emotional influence on decision making postulated by the SMH can be thought of as a more elaborated form of the primitive “fight-or-flight” response exhibited throughout the animal kingdom. This response enables the nervous system to make rapid survival-promoting decisions when confronted with dangerous situations: With very little deliberation required, the stimuli directly trigger the motor output necessary for either escaping or confronting the danger. The SMH extends this idea in two ways. First, it suggests that not only do instinctive emotions influence decisions (as they do during fight-or-flight), but secondary emotions, which are learned through trial and error, do so as well. Second, it posits that these emotions change the likelihood of particular decisions being undertaken, rather than being “hardwired” to produce a particular stereotyped response.
Just as the fight-or-flight response is evolutionarily advantageous, so too are the associations between secondary emotions and decisions.

It is important to note that the SMH does not suggest that emotional and rational decision making are incompatible. In Damasio’s words, “The action of biological drives, body states, and emotions may be an indispensable foundation for rationality” (Damasio 1994, 200). In particular, emotional decision making may act in a “cognitively economical” manner by narrowing the set of options on which the computationally expensive value-based processing just described must be performed in order to select the “best” option. Although this initial winnowing stage would not traditionally be considered rational because it eschews deliberation, the outcome (i.e., the ultimate decision) may match the result of a truly deliberative process. Indeed, somatic markers are only advantageous to the extent that they provide an efficient heuristic for making adaptive decisions (Marewski et al. 2010). If we allow that a rational decision could be produced by a previously learned “shortcut” yielding an identical outcome to a deliberative process, a premise that might be termed neurobiological consequentialism, emotions would not pose a threat to rationality, but rather may provide an efficient mechanism for it (Frank 1988; De Sousa 1990; Evans et al. 1993; Chase et al. 1998). For example, in the experiments just described, the “normal” subject is able to utilize unconscious somatic cues to rapidly identify the bad decks of cards. He or she could have arrived at the same decision after calculating the probabilities of gains and losses associated with each deck, but that approach would have taken far longer. Even complex moral decision making may rely more on emotions than on logical reasoning (Haidt 2001).

Of course, emotional decision making may not always be consistent with rationality; in some cases reliance on somatic markers may lead to a very different decision than would a traditionally rational, deliberative process. In post-traumatic stress disorder, for example, negative somatic markers become associated with the set of stimuli present at the time of the stressful event, resulting in counterproductive behavioral responses to those stimuli in the future. Further, in situations in which complete information is available, as when a gambler counts cards, purely logical decisions may be hindered by the presence of somatic markers associated with loss aversion (Shiv et al. 2005; Kuo et al. 2009). We thus suggest that, within this alternative framework in which rationality depends upon the outcome of the decision, the neuroscientific evidence supports the notion that individuals are capable of making, and often do make, rational decisions.

Freedom From Undue Influences

The final condition for autonomous decisions is that they must be free from undue influences external to the individual’s collection of higher-order beliefs and desires. There exist two broad classes of such influences: those that are internally generated but are not part of the higher-order beliefs of the individual (such as biological drives), and those arising from the individual’s environment. While the former influences clearly affect our decisions, because they originate from “within,” it is reasonable to posit that they do not compromise autonomy to any substantial degree (for the sake of simplicity, we exclude pathological states that compromise the brain, although it is clear that such events pose daunting challenges for autonomy [Gleichgerrcht et al. 2010]). We are more interested in what neuroscience can tell us about the ability of external influences to compromise autonomy, for this is really the concern that suffuses the literature. Of course, few (if any) decisions are entirely independent of the individual’s family, culture, and other social groups. The relevant question, then, is what sort of external influences do represent a threat to autonomy? As discussed earlier, for a decision to be “one’s own,” it must be consistent with one’s higher-order desires (Dworkin 1976). It follows that external factors that can be consciously incorporated into one’s decision do not pose a problem for autonomy. However, covert influences, which act unconsciously, potentially subvert the individual’s higher-order desires and thus would constitute such a threat.

There are abundant data demonstrating that decisions are influenced covertly. For example, it has long been known that subjects are more likely to (seemingly spontaneously) produce a word, image, or even a concept to which they had been previously exposed, even if they do not explicitly remember the exposure (Tulving and Schacter 1990). It is easy to see how “priming” a subject in this manner can covertly bias future decisions. In one remarkable demonstration, subjects surreptitiously exposed to words associated with a stereotype of the elderly, such as “wrinkle,” “Florida,” and “conservative,” tended to walk more slowly after leaving (what they thought was) the experiment than control subjects exposed to neutral words (Bargh et al. 1996). Although it is difficult to rule out other explanations, the authors accounted for their results by proposing that the experimental subjects had been covertly primed with the concept of “elderly,” which unconsciously influenced their subsequent behavior.

The neurobiological explanation of this effect is that the initial exposure to the primed object alters its neural representation in such a way that it is more easily triggered when it is subsequently considered during the decision. This explanation is reminiscent of the biasing of neural activity produced by the PFC that is hypothesized by the ECT, but occurs unconsciously. One potential mechanism, which has been demonstrated at both the single-cell level in animals and the population level in humans, is response suppression (Desimone 1996; Wiggs and Martin 1998), whereby repeated presentation of stimuli results in a decreased neural response. The idea is that the stimulus representation is sparser (i.e., represented by the activity of fewer neurons), and therefore “sharpened,” by previous exposure, making it more likely to be accessed by the subsequent decision. It has also been proposed that the bias can occur via modification of top-down processes: The same mechanisms that the PFC normally employs to bias choices are exploited by the prior exposure in order to bias response selection (Schacter...
Regardless of the specific mechanism, what is clear is that the process is not under conscious control.

It has also been shown that the manner in which options are presented can, outside of conscious awareness, influence subsequent decisions. Classic examples of such a “framing” effect demonstrate that individuals tend to be risk-averse when the outcome is presented in terms of gains, but risk-seeking in order to avoid the identical outcome if it is presented in terms of losses (Tversky and Kahneman 1981). For example, subjects’ selections among medical treatment options depend upon whether identical outcomes are framed as survival rates (e.g., 90% of patients live) or mortality rates (e.g., 10% of patients die) (McNeil et al. 1982; Armstrong et al. 2002). This logical inconsistency is practically important because it can be exploited in order to influence individuals’ choices. Indeed, it has been shown that physicians tend to frame the presentation of treatment options in order to elicit the desired decisions from patients (Sullivan et al. 1996; McNeely et al. 1997) and that this strategy is effective (Gurmankin et al. 2002; Covey 2007).

While asymmetric risk behavior under gains and losses has been studied extensively at the behavioral level (Kuhberger 1998), its neural bases have only recently begun to be examined (Trepel et al. 2005). One study imaged neural activity in human subjects performing a gambling task with two types of trials: In “gain” trials, they chose to either keep £20 of £50 that they had previously been given (“sure option”) or to gamble to either keep or lose all £50 (“gamble option”); and in “loss” trials, they chose to either lose £30 of the £50 they had been given (sure option) or to take the same gamble as in the gain trials (gamble option) (De Martino et al. 2006). The amygdala was found to be more active during gain trials when subjects chose the sure option and during loss trials when subjects chose the gamble option (which were the most common choices, consistent with previous results; Tversky and Kahneman 1981) than during the other two conditions. These results suggest that, consistent with the SMH, covert emotional processing (as suggested by an increased BOLD signal, a proxy for brain activity, in the amygdala) may play a role in producing divergent behavior under gain and loss frames. Specifically, the fear of losses may have more influence on the decision than the pleasure of gains, which explains why subjects (suboptimally) act to avoid perceived losses by choosing the sure option in gain trials, and the gamble option in loss trials. An alternative explanation was offered by a similar study that found that choices reflecting loss aversion could be predicted based solely on the BOLD activity in the brain regions that process reward gains (Tom et al. 2007). Modeling studies have attempted to reconcile these findings, suggesting that the effects of framing result from interactions among multiple neural systems representing both gains and losses (Litt et al. 2008).

Another example of information framing covertly influencing decisions is known as the “anchoring effect.” Here, individuals are willing to pay more for a product if they have first been prompted to think of a high number rather than a low number (Ariely et al. 2003). The value of the product appears to be assigned relative to the arbitrarily determined initial number, consistent with the finding that the nervous system generally represents value in relative, rather than absolute, terms (Seymour and McClure 2008). For example, single neurons in the primate orbitofrontal cortex have been shown to represent the relative value of two options, responding differently to the same cue when it is presented in two contexts (i.e., predicting the higher reward in one context and the lower reward in the other) (Tremblay and Schultz 1999). Encoding relative value makes evolutionary sense: Since values are only useful for deciding between multiple options, it is not adaptive to assign an absolute value to a single arbitrary option. Further, the available range of neuronal firing rates is limited by the metabolic cost of producing action potentials (Laughlin et al. 1998). It would therefore be more efficient to adjust the relationship between value and firing rate to encode the currently relevant range of values, as some sensory neurons have been shown to do (Laughlin 1981). Encoding relative value has been adaptive for decisions important in our evolutionary history, but it can clearly be (ab)used to manipulate decisions in the modern world—for example, to maximize what consumers will pay for a given item.

Product marketing also takes advantage of other tactics for influencing decisions, such as branding. One study replicated the well-known “Coke vs. Pepsi” taste tests while recording subjects’ neural activity using functional magnetic resonance imaging (fMRI) (McClure et al. 2004). They found that subjects’ opinions and the BOLD signal differed when the subjects knew which beverage they were drinking compared to when they did not. These results demonstrate that expectation, cued by a familiar brand associated with prior experiences, has a significant effect on perception and judgment.

We close our discussion of covert influences by drawing the reader’s attention to an idea that arises from philosophy of mind rather than neuroscience. A dozen years ago, Clark and Chalmers famously introduced the extended mind hypothesis (Clark and Chalmers 1998), suggesting that the “mind” extends beyond the corporeal body and includes certain aspects of the environment around us as well. The extended mind hypothesis lends itself quite effortlessly with the conclusion that there exists a panoply of covert influences out there over which we have little control. The extended mind hypothesis is hardly without its detractors (Adams and Aizawa 2009; Rupert 2009), and while the neurobiological evidence suggests that the decision is made in the brain, there is no clear demarcation with respect to the information that the brain uses to make that decision. In this manner, the extended mind hypothesis can be seen to reinforce the idea that decisions can be influenced covertly by external sources. Since these effects occur outside of conscious awareness, they cannot be neutralized by the rational drivers of our decisions and behavior. It is important to note that these influences are not necessarily malevolent, and are often even encouraged. For example, childhood education, generally considered to be a positive feature of healthy societies, entails the influencing of beliefs
and actions. Influencing choices in many other contexts may similarly be employed for the benefit of the individual and society (Thaler and Sunstein 2008). Critically, decisions are also influenced covertly by internal sources in ways that may be beneficial to the agent. For example, without being consciously aware of them, signals produced by the circuits that control feeding behavior may influence one’s decision such that the individual eats at the appropriate time. Indeed, one reason that covert external factors may be so difficult to avoid is that once they are “internalized,” they are indistinguishable from authentic internal sources to other brain areas involved in the decision. Since covert internal influences are often adaptive, external influences can be (mis)interpreted as adaptive as well. Thus, at least some of our decisions do not appear to be as free from undue influence as the standard model of autonomy requires.

**DISCUSSION**

We have examined the neurobiological bases of the three primary conditions necessary for autonomous decisions: that they are consistent across levels of a hierarchy, rational, and sufficiently free from external influences. We have found that decision making and behavior are well described by hierarchical processes in the brain. However, we also argue that the neuroscientific evidence only supports the idea that our decisions are rational within a fundamentally conceptualized framework of rationality, and find that many decisions that are traditionally considered autonomous are not necessarily free from covert external influence. This evidence thus calls into question the extent to which the decisions made by healthy human adults are autonomous, at least in the strictest sense.

Does the evidence opposing the traditional conception of autonomy demonstrate some deficiency in brain function? On the contrary, the brain has evolved to optimally perform those functions necessary for survival, including making the decisions leading to the best outcome in a given situation. It may be the case that many decisions can best be made (in part) nonrationally—for example, by using somatic markers in order to avoid explicitly weighing the costs and benefits of every alternative—and thus, non-autonomously. Indeed, purely rational decision making would likely be too time-consuming to be efficient in the real world, and as a result evolution has selected against relying upon it exclusively. As valued as autonomy is in modern society, it was likely not an adaptive feature in the history of our species. There is thus no reason to assume, a priori, that the modern brain would have evolved to support autonomous decision making.

However, we make no claim that any particular decision cannot be autonomous. With enough time and effort, an agent is capable of employing deliberative, well-considered, and rational processes in place of rapid, automatic, and emotional processes. For example, an understanding of framing effects can allow them to be overcome: The individual may reframe the same set of options in terms of losses and gains, and use both frames to make a decision. And while it may be difficult to counteract covert priming effects, such influences do not necessarily impinge upon every decision. Further, awareness of such effects may contribute to mitigating them. Thus, the neurobiology does not exclude the possibility that decisions can be made autonomously. Practically, however, what does neuroscience have to say about the autonomy of real-world decisions? To address this question, we briefly apply the principles discussed earlier to decisions made in four contexts in which autonomy has been a topic of debate.

**Medical Decision Making**

The last several decades have seen a fundamental shift away from the paternalism traditional to the medical establishment toward increased autonomy for patients in deciding on their own medical care (Root-Wolpe 1998). When selecting among multiple treatment options, a patient may exercise autonomy by using her or his higher-order beliefs to guide her or his decisions. For example, although a particular treatment may be painful and thus runs counter to the patient’s first-order desire to avoid discomfort, the patient’s higher-order desire to remain healthy and able to provide for her or his family may increase the likelihood that the patient will opt to proceed with the treatment. On the other hand, patient autonomy may be compromised in several ways. When presenting treatment options, it may be impossible for the caregiver to avoid framing the choices in such a way that the patient is influenced. Further, the patient’s decision is likely to be covertly biased by the fact that the source of the information is a medical expert, and perhaps by unconscious somatic states triggered by potential treatment outcomes. These seemingly unavoidable influences suggest that striving for absolute patient autonomy may be quixotic, and lend support to the practice of “soft paternalism” in which caregivers present options such that they bias patients toward the choices that the caregivers believe to be best, while preserving the patient’s ability to select any of the options (Sunstein and Thaler 2003; Swindell et al. 2010). Surveys demonstrate that caregivers regularly adopt a soft paternalism approach (Sullivan et al. 1996; McNeely et al. 1997), perhaps because they implicitly recognize that unqualified patient autonomy is unlikely to be in the patient’s best interests, and may be practically unachievable.

**Addiction**

Addiction is generally considered to compel behavior. For example, the heroin addict is forced to inject the drug in order to relieve his or her craving. While the influence arises from within the individual, it is “external” to his or her higher-order desire to (presumably) be free of the compulsion. Thus, addiction has traditionally been thought to compromise autonomy, if not entirely disable it (Caplan 2008; but see Levy 2006; Buchman and Russell 2009).

Much neuroscientific evidence supports this viewpoint. There are several overlapping mechanisms by which addiction influences behavior, any number of which may operate on a given individual and with respect to a given substance (Hyman et al. 2006; Redish et al. 2008). One
experimentally supported theory holds that the midbrain dopaminergic system is “hijacked” by the downstream effects of drugs of abuse (Redish 2004; Volkow and Li 2004). Normally, dopamine is released in response to unexpected rewards or to stimuli that predict future rewards. It is thus thought to serve as a “reward prediction error,” signaling the difference between the expected and actual reward obtained (Montague et al. 1996; Schultz et al. 1997). This signal can be used by the nervous system to learn which actions are most likely to lead to reward (Sutton and Barto 1998). However, since dopaminergic signaling is modified by some drugs of abuse, drug consumption is misinterpreted by the reward system as signaling a rewarding event. The actions that led to the reward are thus marked as reward-directed, and become more likely to be selected in the future. The net effect is that each time the drug is taken, the drug-seeking behavior is reinforced, further increasing the frequency of drug taking. This positive feedback cycle ultimately results in a compulsion for drug seeking that can become very difficult to overcome, even if it runs counter to a higher-order desire to avoid the drug. Thus, the neural mechanisms guiding reward-directed decisions can be subverted by addiction to compromise autonomy.

Marketing

Advertisers have long sought to influence consumer behavior with the objective of maximizing product sales. Several such strategies exist, some of which may infringe on consumer autonomy and some of which may not. For example, explicitly providing the information necessary for a shopper to make an informed choice between competing products is no threat to autonomy. However, “stealth marketing,” in which information is covertly deployed, poses a real threat (Murphy et al. 2008). In the real world, marketing commonly occupies some middle ground between these extremes, taking advantage of the neural mechanisms that allow decisions to be influenced by factors outside of conscious awareness but without fully hijacking the consumer’s decision-making processes. Given the prevalence of marketing that appeals to emotions (e.g., sexual desire) rather than providing neutral information (e.g., the ingredients of the beer being advertised), marketers are clearly aware that this strategy is an effective motivator. With increasing understanding of the neurobiology underlying how covert information affects decisions, infringement on consumer autonomy may become a more serious concern.

Political Philosophy

Our analysis suggests that the notion that one can be confident that any given decision is free of external influence is incompatible with the neurobiological evidence, calling into question the capacity for negative liberty (Berlin et al. 2002). Political philosophies such as libertarianism that exalt negative liberty as the apogee of freedom are thus faced with a dilemma, as the elusive goal that they seek is unlikely to be realized in the human brains acting in the real world (cf. objections to classical liberalism; Christman and Anderson 2005). For negative liberty to be rescued, it may be wise to reconsider the conditions that a decision must meet in order to be regarded as free from external influences. One solution may be to revisit the distinction between external influences that are authenticated, at which point they are no longer seen as external but rather as part and parcel of “our own” thinking, and covert external influences that are also incorporated into our thinking but lack authentication. The neuroessentialist perspective, that the we that we care about most is essentially a collection of conscious and nonconscious brain processes (Reiner 2010), along with the idea that nonconscious mechanisms contribute to executive control (Gillett 2009; Suhler and Churchland 2009; Custers and Aarts 2010), suggests that at least with respect to decision making, there may be no meaningful distinction between those influences that are authenticated and those that are not.

Some may view such a reconceptualization as leaving autonomy so neutered as to be unworthy of value. An alternative approach would be to align our moral philosophy with the neuroscientific evidence. An early champion of this approach was Paul Churchland, who argued for eschewing folk psychology in favor of a philosophical framework that relies primarily on findings from neuroscience (Churchland 1981). Churchland’s work is essentially naturalistic, gesturing to the work of Quine (Quine 1969; Flanagan et al. 2007). This thesis recognizes that, due to our evolutionary history as a social species, the human brain is adapted to succeed in social settings and not in isolation. Indeed, human decision making has evolved such that the external influences that comprise our cultural milieu, even those that are covert, usually enable us to act in our own best interests. According to this view, libertarianism as currently envisioned is an unrealistic ideal. It may be possible to learn to make decisions differently, or alter our brain processes in some other way, in order to attain this ideal. But the way our brains actually function, at present, may be an impediment to such a project.

Alternatively, valuing interdependence (Mackenzie and Stoljar 2000) as an ideal to be balanced with individual autonomy in specific contexts may be more in line with the neuroscience of how we make decisions. In promoting this view, some bioethicists have suggested that autonomy need not be considered sacrosanct if respect for it comes at the expense of the public good (Gaylin and Jennings 2003; Turrold 2009). Although the long-term repercussions of discounting autonomy would need to be examined, if such a policy were effective it could find support, within the framework of scientific naturalism, over policies that valorize the traditional notion of autonomy as the primary determinant of human well-being.

CONCLUSIONS

We have drawn together findings from the neurobiology of decision making in an attempt to understand the extent to which empirical data supports well-established views of autonomy. Our analysis reveals that in many respects,
the neuroscience of decision making is consistent with the standard model of autonomy. However, in one important respect—the role of external influences—the data suggest that at a minimum, it may be wise to reconsider our traditional conception of the subject.

For those steeped in the tradition of experimental science, such empirical data are often viewed as sufficiently compelling to justify the limited claims that we make. For those considering the question from the perspective of other disciplines, the appeal to empirical data may be less persuasive, and our claims may seem bolder than the data appear to allow. Whether scientific investigations can provide a strong foundation for the construction of our ethical theories and their application through social policies is a contentious area within philosophical and political discourse. Elsewhere we have argued that data from the neurosciences should be incorporated into our ethical practices (Felsen et al. 2010; Perry and Felsen 2010), but of course the neurosciences do not have hegemony over philosophical thought. Rather, tethering careful consideration of issues such as autonomy to the emerging understanding of how the brain functions provides a singular opportunity to deepen our understanding of the nature of our lived experience as humans.
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